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ABSTRACT

THE LINGUISTIC AND THE SOCIAL INTERTWINED: LINGUISTIC
CONVERGENCE TOWARD SOUTHERN SPEECH

Lacey Wade
Meredith Tamminga

The dissertation examines the relationship between social and linguistic knowledge using a
series of experiments eliciting linguistic convergence to Southern speech. I draw a termi-
nological and theoretical distinction between previously observed input-driven convergence,
in which speakers converge toward a linguistic form directly observed in the input, and
expectation-driven convergence, in which speakers converge toward a linguistic form they
only expect but do not observe in the immediate input. Using a novel Word Naming Game
paradigm designed to elicit convergence toward expected rather than observed linguistic be-
havior, Experiment 1 finds experimental evidence for expectation-driven convergence, which
had previously only been anecdotally observed; participants converge toward glide-weakened
/ai/, a salient feature of Southern English, which they may expect but never directly observe
from a Southern-accented model talker. The existence of expectation-driven convergence
suggests that accounts of convergence relying on tight perception-production links where
production is derived directly and automatically from the input cannot straightforwardly
explain all instances of convergence. Experiment 2 investigates the perceptual underpin-
nings of input- and expectation-driven convergence using an auditory lexical decision task in
which participants judge glide-weakened /ai1/ items (e.g., bribe produced as brahb) as words
or non-words. I find higher word-endorsement rates for glide-weakened /a1/ words for par-
ticipants who have recently heard a Southern-accented (compared to Midland-accented)
talker, even if the Southern talker never produces the /ai/vowel. Individual perception and
production responses toward glide-weakened /ai/ show little evidence for strong individual

perception-production links, though findings are consistent with an interpretation where

vii



perceptual shifts are a necessary (but not sufficient) precursor to production shifts. Fi-
nally, Experiment 3 uses a dialect-label manipulation version of the Word Naming Game
and demonstrates that both top-down information about social categories and bottom-
up acoustic cues independently contribute to expectation-driven shifts in production and
perception. Further, reliance on these cues differs across dialect backgrounds, providing in-
sights into the way sociolinguistic associations are formed and mentally represented. Taken
together, findings support a model of cognition in which social and linguistic information

are tightly linked.
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Chapter 1

Background

Five decades ago, William Labov objected to the term “sociolinguistics,” on the grounds that there
is no way to truly study language without taking social dimensions into account. Since then so-
ciolinguists have continued to find that social and linguistic information are inextricably linked.
Linguistic features have been shown to index various social meanings (e.g., Campbell-Kibler, 2009;
Eckert, 2000; Campbell-Kibler, 2011; Mendoza-Denton, 2008). Conversely, individuals have been
shown to possess implicit social knowledge that can influence the way language is perceived (e.g.,
Niedzielski, 1999; Hay et al., 2006a).

Discovering the mental reality underlying linguistic behavior has been a goal of linguists for
at least the latter half of the last century (e.g., Chomsky, 1965). However, a focus on abstract
properties and categorical phenomena means linguistic variability has often been viewed as a mere
complication and discarded. Though there has been some work on the mental representations of
variability in linguistic theory, such as the variable rule framework (Labov, 1969; Cedergren and
Sankoff, 1974), much less attention has been paid to the representation of the social factors inherent
in variability and how they interact with linguistic representations. As Thomas (2011) notes, “The
result is cognitive theories that cannot account for variation adequately and variationist theories that
do not address the mental structure of language. This situation has not changed since Labov made
the same observation in 1975.” While there has been some improvement since Thomas’ observation
in 2011, this is still a relatively new area of inquiry.

This dissertation aims to shed light on the mental representations of social factors, and how

these are linked to linguistic representations, through a series of experimental investigations. I use



linguistic convergence, when language users shift their speech to become more similar to another
talker, as a window into the relationship between linguistic and social knowledge. In Experiment 1,
I report evidence that speakers are able to converge toward a phonetic variant that they may associate
with—but do not directly observe from—a model talker, suggesting that socially-cued linguistic ex-
pectations influence linguistic production. That is, speakers’ pre-existing knowledge about sociolin-
guistic associations informs their own speech production. In Experiment 2, I suggest that this type
of expectation-driven convergence has perceptual underpinnings, and differs from input-driven con-
vergence in a number of ways. In Experiment 3, I further elucidate the cognitive mechanisms behind
this behavior and propose that both socially-rooted “top-down” mechanisms and structurally-rooted

“bottom-up” mechanisms may contribute to expectation-driven convergence.

1.1 Linguistic and Social Knowledge

The relationship between the linguistic and the social was recognized relatively early on. In one of
the first quantitative sociolinguistic studies, Fischer (1958), examined the social factors that influ-
ence variation of IN and ING in New England schoolchildren. He found that boys produced more of
the non-standard IN variant, and that this finding stemmed from gender differences in conformity to
linguistic norms. He further found that “typical boys” produced more of the non-standard IN variant
than “model boys.” On Martha’s Vineyard, Labov (1963) found that centralization of the /au/ and
/a1/ diphthongs correlated with a desire to identify oneself as a Vineyarder. Later, Labov (1966)
found that use of vocalic /t/ varied in predictable ways based on the social class of the language
user, and the amount of attention paid to speech, such that higher social classes and more attention
paid to speech correlated with increased rates of » Rather than exemplifying “free variation” as
had previously been assumed, these early studies all showed that previously unexplained linguistic
variation patterned with the social attributes of the language users; this is referred to as orderly het-
erogeneity (Weinreich et al., 1968). Early studies providing evidence for orderly heterogeneity were
a first step toward understanding the cognitive relationships between the social and the linguistic,
showing that these two dimensions vary together in predictable ways, though much of the focus
was on the actual facts of language usage across various social dimensions and not as much on the

way linguistic features are socially perceived. More recently, sociolinguistics has shifted attention



to the fact that, not only do the social and the linguistic correlate, but they are linked in the minds of
language users.

Third Wave approaches to the study of sociolinguistics, for instance, shift the focus from static
macro-social demographic categories to real-time construction of social meaning. As Eckert (2012)
notes, “variables cannot be consensual markers of fixed meanings; on the contrary, their central
property must be indexical mutability. This mutability is achieved in stylistic practice, as speakers
make social-semiotic moves, reinterpreting variables and combining and recombining them in a
continual process of bricolage” (p. 94). Demonstrating that speakers utilize varying linguistic
forms to index a wide range of (ever-changing) social meanings suggests that the linguistic and the
social do not just happen to covary, but that they must be linked together in a more substantial way
in speakers’ awareness. After all, speakers cannot be expected to use linguistic variants agentively
to index particular social meanings if they do not have knowledge about the relationship between
a given linguistic form (or combination of forms) and social meanings. As Eckert (2012) puts it,
“Whereas the first two waves viewed the meaning of variation as incidental fallout from social
space, the third wave views it as an essential feature of language” (Eckert, 2012, p. 94).

The ability of linguistic forms to actually signal social meaning has not just been inferred based
on ethnographic work, but can actually be experimentally tested. For instance, the primary tool
for isolating particular social meanings attached to speech styles or variants is the Matched Guise
task, for which participants rate various “guises” that differ in the linguistic dimension of interest
on various social attributes. The original matched guise task, conducted by Lambert et al. (1960),
examined bilingual French Canadians’ attitudes toward French and English and found that English
was typically rated higher on dimensions such as intelligence, likability, and even height, even
though it was the same speaker (and content) they heard in both the English and French guises. Since
then, the matched guise technique has been developed to examine the social meanings attributed to
individual variants or clusters of variants as well. Often this involves synthetic manipulation of the
same exact sound file. One well-known example is Campbell-Kibler (2011) who found that a guise
using sociolinguistic variant ING was rated more intelligent, more articulate, and less likely to be
a student, while the IN guise was rated less formal and less likely to be gay. It has been found
repeatedly in the sociolinguistic literature that linguistic variants signal social meaning.

Conversely, social information has been shown to affect linguistic processing as well. In a most



basic example, unexpected social information can hinder language processing. Expectations about
a speaker have been shown to be extremely important to speech perception, and when expectations
do not align, individuals are in general worse at perceiving speech. A notable example is that, when
a man utters a sentence with semantic content outside of what might be expected for a man (e.g.,
“I’m pregnant”) or when a child utters a sentence with content outside of what might be expected for
a child (e.g., “I just quit smoking”), event-related brain responses indicate surprisal as early as 200-
300 ms (Van Berkum et al., 2008). Relatedly, McGowan (2015) finds that, when a Chinese-accented
voice is played, participants are more accurate in transcribing the recording when presented with a
Chinese face than with a Caucasian face.

Social information of many different types has been shown to alter linguistic perception in
predictable ways beyond processing ease. For instance, beliefs about the region a speaker is from
influence classification of linguistic variants. Niedzielski (1999) found that, when speakers believed
they were listening to a Canadian speaker, they chose raised-diphthong tokens as representative of
the /au/ diphthong, but when they thought they were listening to a Detroit speaker they did not, even
though all speakers were listening to the same Detroit speaker; because the raised /au/ diphthong
is stereotypically associated with Canadians but not with Detroit speakers (though both use it),
participants perceived the token as more raised only when it fit their expectations based on speaker
place of origin. Similar effects have been noted for beliefs about the age of a speaker. Similarly,
D’Onofrio (2015) found that listeners were more likely to look at and click on TRAP (as opposed to
LOT) category words after hearing an ambiguous word between TRAP and LOT, when presented with
an image signalling “California” or “Valley-Girl,” both of which are associated with TRAP-backing.
Hay et al. (2006b) manipulated the age of a speaker via pictures presented during the experiment.
When asked to judge vowels undergoing merger for younger speakers of NZE, participants were
influenced by perceived speaker age, such that those who saw an image of a younger speaker were
less able to distinguish between the vowels in a perception task. In a similar study, Koops et al.
(2008) found that the perceived age of a speaker influences the degree to which participants believe
a speaker participates in the PIN/PEN merger, which is receding among younger speakers. Speaker
race has also been shown to influence linguistic perception. Staum Casasanto (2010) found that
ambiguous sentences with potential t/d deletion were more often interpreted as a deleted variant

when participants were told the speaker was African American. Gender is another feature known to



influence perception. For instance, Strand (1999) found that a listener’s belief about the gender of a
speaker influences categorization of /s/ and /[/.

Such effects have been shown to occur even when participants are not told to attribute a trait
to the speaker—or even when no speaker is present at all. For instance, in a partial replication of
Niedzielski (1999), Hay et al. (2006a) found that participants who were told that they were listening
to a New Zealander were still influenced by the words “Australia” or “New Zealand” printed at the
top of their answer sheet, in that they were more likely to hear a fronter /1/ vowel in the Australia
condition, reflecting the realization of this vowel in Australian English. Hay and Drager (2010)
have suggested that even subtler nonconscious activation of regional groups can influence speech
perception as well. For each experimental condition, a stuffed animal representative of either Aus-
tralia (kangaroo and koala) or New Zealand (kiwi) was placed somewhere in the room, though the
participant’s attention was not drawn to it. This brief exposure to objects meant to simply evoke the
concept of a particularly region was enough to influence participants’ behavior on a vowel identi-
fication task. Though participants all heard the same vowels (which differ in Australian and New
Zealand English) produced by a New Zealander, they classified vowels on a continuum differently
depending on whether the concept of New Zealand or Australia was activated via these stuffed
toys. Similarly, Sanchez et al. (2015) found that speakers in a corpus produced more Australian-like
variants of KIT and TRAP (but not DRESS) when talking about Australian topics, and experimental
participants showed the same effect after producing Australia-related lexical items. Relatedly, Love
and Walker (2013) found that soccer fans in the UK became more r-ful when talking about Ameri-
can football. These studies all show that social information (even quite abstract social concepts) is
able to influence both linguistic perception and production.

While this recent work has demonstrated that linguistic and social knowledge bidirectionally
influence one another, little is known about the way social factors are mentally represented and how
social representations are linked with linguistic ones. For instance, What types of social categories
are mentally represented and available to be linked to linguistic categories? How are these links
activated and used in communication? How do perception and production reflect these links in
similar or different ways? One of the key goals of the dissertation is to shed light on the mental
relationship between social and linguistic knowledge, as well as the relationship between linguistic

perception and production, using linguistic convergence as a test case.



1.2 Convergence

Linguistic convergence is when language users shift their speech to become more similar to an-
other speaker. This is part of the broader process of linguistic accommodation, which encompasses
convergence behaviors, as well as divergence (when people shift their speech away from an inter-
locutor), and maintenance (when people maintain their own speech norms despite conversing with
an interlocutor with different speech patterns). This process has many different names within lin-
guistics, social psychology, and cognitive science, including alignment, spontaneous imitation, and
entrainment.

The dissertation focuses on linguistic convergence as a window into the relationship between
linguistic and social knowledge for several reasons. This phenomenon is an ideal test-case for prob-
ing this relationship because convergence has been reported to occur in response to both linguistic
and social cues, and it comprises both (arguably more automatic) perceptual behaviors and (perhaps
more deliberate) production behaviors—-allowing us to observe the influence of social information
in both production and perception. Further, convergence has broader implications for many impor-
tant questions in linguistics, including the relationship between perception and production and the
mechanisms behind language change.

In order to better control for both observed and expected linguistic behavior, the dissertation
investigates convergence using a series of experiments, which has shown to be similar in a number
of ways to convergence in more naturalistic settings. Convergence has been observed in both natu-
ralistic conversation (Giles et al., 1991; Bourhis and Giles, 1977; Natale, 1975a; Pardo, 2006), and
laboratory experiments such as speech shadowing tasks (Babel, 2012,0; Goldinger, 1998; Goldinger
and Azuma, 2004), in which participants read target words, then repeat the same target words after
a model talker, and pre- vs. post-exposure productions are compared. While these types of data
are quite different in a number of respects, both have yielded comparable results. For instance, in
a comparison of convergence in naturalistic conversation and a laboratory speech shadowing task,
Pardo et al. (2018) found comparable levels of convergence in both and a weak correlation in degree
of convergence between the two contexts.

It is necessary here before delving into the literature on linguistic convergence to first establish

some relevant terminology and theoretical distinctions important for understanding the phenomenon



of linguistic convergence. First it is necessary to draw a distinction between the trigger and the
target, both of which are necessary components of convergence. We can think of the frigger as
anything that cues an individual to converge in the first place, while the farget is what the individual
intends to produce as a means of converging. These are often assumed to be the same; usually, when
convergence is reported, it involves hearing a particular feature (the trigger) that is then imitated
(the target). However, I draw a crucial distinction here that this need not be the case, and argue the
opposite point that the trigger and the target of convergence can be quite distinct.

I propose a terminological and theoretical distinction differentiating two types of convergence
that vary primarily in the relationship between the trigger and target. First, is the more traditionally
cited type of convergence, which requires a linguistic target that is triggered by the same linguistic
form! observed in real time. An example would be producing lengthened VOT for voiceless stops
after hearing a talker produce voiceless stops with lengthened VOT. I refer to this as input-driven
convergence because the target is directly derived from the input. I contrast this with what I refer
to here as expectation-driven convergence, which entails converging toward a previously heard and
later recalled target that is not locally observed. The trigger of convergence in these cases can
be linguistic, but need not be, and the target is derived from expectations based on pre-existing
knowledge. An example of expectation-driven convergence would be producing a linguistic form
associated with Southern speech (for example, y’all) when conversing with a Southerner who never
actually uses this form. The idea is that y’all is stereotypically associated with Southern speech, and
an individual may converge toward this expected behavior in the absence of any real evidence that
a particular speaker uses this form. Though such expectation-driven convergence is theoretically
possible and has been cited anecdotally (e.g., Bell, 2001), the phenomenon has not been established
in a controlled experimental study. One of the primary goals of this dissertation, however, is to
design a suitable paradigm for eliciting expectation-driven convergence to determine (1) whether it
occurs and (2) t